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Abstract
Recent studies have suggested various side-channel attacks

for eavesdropping sound by analyzing the side effects of
sound waves on nearby objects (e.g., a bag of chips and win-
dow) and devices (e.g., motion sensors). These methods pose
a great threat to privacy, however they are limited in one of
the following ways: they (1) cannot be applied in real time
(e.g., visual microphone), (2) are not external, requiring the
eavesdropper to compromise a device with malware (e.g., Gy-
rophone), or (3) are not passive, requiring the eavesdropper
to direct a laser beam at an object (e.g., laser microphone).

In this paper, we introduce "Lamphone," a novel side-
channel attack for eavesdropping sound; this attack is per-
formed by using a remote electro-optical sensor to analyze
a light bulb’s frequency response to sound. We show how
fluctuations in the air pressure on the surface of a light bulb
(in response to sound), which cause the bulb to vibrate very
slightly (a millidegree vibration), can be exploited by eaves-
droppers to recover speech and singing, passively, externally,
and in real time. We analyze a light bulb’s response to sound
via an electro-optical sensor and learn how to isolate the audio
signal from the optical signal. We develop an algorithm to re-
cover sound from the optical measurements obtained from the
vibrations of a light bulb and captured by the electro-optical
sensor. Finally, we show that Lamphone is capable of recover-
ing speech audio with good/fair intelligibility from 45 meters
at a lower sound level than previous studies.

1 Introduction
Eavesdropping, the act of secretly or stealthily listening to

a target/victim without his/her consent [1], by analyzing the
side effects of sound waves on nearby objects (e.g., a bag of
chips) and devices (e.g., motion sensors) is considered a great
threat to privacy. In the past five years, various studies have
demonstrated novel side-channel attacks that can be applied
to eavesdrop via compromised devices placed in physical
proximity of a target/victim [10, 11, 16, 17, 20, 23, 29, 36].
In these studies, data from devices that are not intended to
serve as microphones (e.g., motion sensors [10, 11, 17, 23,

36], speakers [16], vibration devices [29], and magnetic hard
disk drives [20]) are used by eavesdropper to recover sound.
Sound eavesdropping based on the methods suggested in
the abovementioned studies is very hard to detect, because
applications/programs that implement such methods do not
require any risky permissions (such as obtaining data from a
video camera or microphone). As a result, such applications
do not raise any suspicion from the user/operating system
regarding their real use (i.e., eavesdropping). However, such
methods require the eavesdropper to compromise a device
located in proximity of a target/victim in order to: (1) obtain
data that can be used to recover sound, and (2) exifltrate the
raw/processed data.

To prevent eavesdroppers from implementing the above-
mentioned methods which rely on compromised devices, orga-
nizations deploy various mechanisms to secure their networks
(e.g., air-gapping the networks, prohibiting the use of vulner-
able devices, using firewalls and intrusion detection systems).
As a result, eavesdroppers typically utilize three well-known
methods that don’t rely on a compromised device. The first
method exploits radio signals sent from a victim’s room to
recover sound. This is done using a network interface card
that captures Wi-Fi packets [32, 33] sent from a router placed
in physical proximity of a target/victim. While routers exist in
most organizations today, the primary disadvantages of these
methods are that they cannot be used to recover speech [33] or
they rely on a precollected dictionary to achieve their goal [32]
(i.e., only words from the dictionary can be classified).

The second method, the laser microphone [24, 25], relies
on a laser transceiver that is used to direct a laser beam into
the victim’s room through a window; the beam is reflected
off of an object and returned to the laser transceiver which
converts the beam to an audio signal. In contrast to [32, 33],
laser microphones can be used in real time to recover speech,
however the laser beam can be detected using a dedicated
optical sensor. The third method, the visual microphone [13],
exploits vibrations caused by sound from various materials
(e.g., a bag of chips, glass of water, etc.) in order to recover
speech, by using a video camera that supports a very high
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frame per second (FPS) rate (over 2200 Hz). In contrast to
the laser microphone, the visual microphone is totally passive,
so its implementation is much more dif�cult for organiza-
tions/victims to detect. However, the main disadvantage of
this method, according to the authors, is that the visual micro-
phone cannot be applied in real time, because it takes a few
hours to recover a few seconds of speech, since processing
high resolution and high frequency (2200 frames per second)
video requires signi�cant computational resources.

In this paper, we introduce "Lamphone," a novel side-
channel attack that can be applied by eavesdroppers to recover
sound from a room that contains a �oor/ceiling/desk light bulb.
Lamphone recovers sound optically via an electro-optical sen-
sor which is directed at a �oor/ceiling/desk bulb; such bulbs
vibrate due to air pressure �uctuations which occur naturally
when sound waves hit the light bulb's surface. We explain
how a bulb's response to sound (a millidegree vibration) can
be exploited to recover sound, and we establish a criterion for
the sensitivity speci�cations of a system capable of recover-
ing sound from such small vibrations. Then, we evaluate a
bulb's response to sound, identify factors that in�uence the
recovered signal, and characterize the recovered signal's be-
havior. Based on our �ndings, we present an algorithm we
developed in order to isolate the audio signal from the optical
signal obtained by directing an electro-optical sensor at a light
bulb. We evaluate Lamphone's performance on the task of
recovering sound and show that when eavesdroppers have
a clear line of sight to a target light bulb, that may contain
transparent objects (e.g., a glass window/door) between the
light bulb and the eavesdroppers, Lamphone is capable of re-
covering speech audio (1) at 80 dB (the sound level of a Zoom
conversation) with excellent intelligibility from a distance of
25 meters and with good intelligibility from 45 meters, and (2)
at 70 dB with fair intelligibility from a distance of 45 meters.
In addition, we also evaluate Lamphone's performance on the
task of recovering sound from a light bulb located in an an
of�ce building, that is covered in curtain walls. We show that
eavesdroppers can exploit light emitted through curtain walls
and recover sound from 25 meters with fair intelligibility.

The rest of the paper is structured as follows: In Section
2, we review existing methods for eavesdropping. In Section
3, we present the threat model. In Section 4, we analyze the
response of a light bulb to sound. We present an algorithm for
recovering sound in Section 5, and in Section 6, we evaluate
Lamphone's performance on the task of recovering sound.
In Section 7, we describe potential improvements that can
be made to optimize the quality of the recovered sound, and
we present countermeasure methods against the Lamphone
attack in Section 8. We discuss the limitations of the attack
and suggest future work directions in Section 9.

2 Background & Related Work
In this section, we explain how microphones work and

describe two categories of eavesdropping methods (external

Table 1: Summary of Related Work (NM - not mentioned in
the paper).

Exploited Device
Sampling

Rate
Sound
Level

Technique

In
te

rn
al

Motion
Sensors

Gyroscope [23] 200 Hz 75 dB
Classi�cationAccelerometer [10,11,36] 200 Hz 75 dB

Fusion of
motion sensors [17]

2 KHz 85 dB

Misc.
Vibration motor [29] 16 KHz 80 dB

RecoverySpeakers [16] 48 KHz NM
Magnetic hard drive [20] 17 KHz 90 dB

E
xt

er
na

l Radio
Receiver

Network interface card [32] 300 Hz NM Classi�cation
Software-de�ned radio [33] 5 MHz 95 dB Recovery
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Laser transceiver [24,25] 40 KHz

and internal) and two sound recovery techniques. Then, we
review and categorize related research focused on eavesdrop-
ping methods and discuss the signi�cance of Lamphone with
respect to those methods.

Microphones are devices that convert acoustic energy
(sound waves) into electrical energy (the audio signal) [3].
Most microphones create electrical signals from sound waves
using a three-step process involving the following compo-
nents [5]. (1) Diaphragm: In the �rst step, sound waves (�uc-
tuations in air pressure) are converted to mechanical motion
by means of a diaphragm, a thin piece of material (e.g., plastic,
aluminum), which vibrates when it is struck by sound waves.
(2) Transducer: In the second step, when the diaphragm vi-
brates, the coil (attached to the diaphragm) moves in the mag-
netic �eld, producing a varying current in the coil through
electromagnetic induction. (3) ADC (analog-to-digital con-
verter): In the third step, the analog electric signal is sampled
to a digital signal at standard audio sample rates (e.g., 44.1,
88.2, 96 kHz) using ADC.

There are two categories of eavesdropping methods which
differ in terms of the location of the three components.In-
ternal methodsfor eavesdropping are methods used to con-
vert sound to electrical signals that rely on a single device.
This device consists of the abovementioned components (i.e.,
the three components are co-located) and is placed near the
source of the sound (the victim/target). Internal methods rely
on a compromised device/sensor (e.g., a smartphone's gyro-
scope [23], magnetic hard drive [20], or speaker [16]) that is
located in physical proximity to a victim/target and require
the eavesdropper to exi�trate the output (electrical signal)
from the device (e.g., via the Internet).

External methodsare methods where the three components
are not co-located. As with internal methods, the diaphragm
is located in proximity of the source of the sound (the vic-
tim/target, however the diaphragm is based on objects (rather
than devices), such as a glass window (in the case of the laser
microphone), a bag of chips (in the visual microphone [13]),
and a light bulb (in Lamphone). However, the other two com-
ponents are part of another device (or devices) that can be
located far from the victim/target, such as a laser transceiver
(in the case of the laser microphone), a video camera (in the vi-
sual microphone), or an electro-optical sensor (in Lamphone).
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There are two types of techniques used for eavesdropping:
classi�cation and audio/sound recovery.

Classi�cation techniques can classify signals as isolated
words. The signals obtained are uniquely correlated with
sound, however they are not comprehensible (i.e., the signals
cannot be recognized by the human ear) due to their poor
quality (various factors can affect the quality, e.g., a low sam-
pling rate). These methods require a dedicated classi�cation
model that relies on comparing a given signal to a dictionary
compiled prior to eavesdropping (e.g., Gyrophone [23], Ac-
celWord [36]). The biggest disadvantages of such methods
are that words that do not exist in the dictionary cannot be
classi�ed and word separation techniques required to remove
the silence.

Audio recoveryconsists of techniques in which the recov-
ered signal can be played and recognized by the human ear
(e.g., laser microphone, visual microphone [13], Hard Drive
of Hearing [20], SPEAKE(a)R [16], etc.). They do not com-
pare the obtained signal to a collection of signals gathered in
advance or require a dedicated dictionary.

Several studies [10,11,17,23,36] have shown that measure-
ments obtained from motion sensors that are located in prox-
imity of a victim can be used for classi�cation. They variously
demonstrated that the response of MEMS gyroscopes [23],
accelerometers [10,11,36], and geophones [17] to sound at
75-85 dB can be used to classify words and identify speakers
and their genders, even when the sensors are located within a
smartphone and the sampling rate is limited to 200 Hz. Two
other studies [16, 29] showed that the process of output de-
vices can be inverted to recover speech. In [29], the authors
established a microphone by recovering sound at 80 dB from
a vibration motor, and in [16], the audio from speakers was
recovered. A recent study [20] exploited magnetic hard disks
to recover audio, showing that measurements of the offset of
the read/write head from the center of the track of the disk
can be used to recover songs and speech at 90 dB.

The main disadvantages of the internal eavesdropping meth-
ods mentioned above ( [10,11,16,17,20,23,29,36]) are that (1)
they require the eavesdropper to compromise a device located
near the victim, and (2) security aware organizations imple-
ment security policies and mechanisms aimed at preventing
the creation of microphones using such devices.

Two studies [32,33] used the physical layer of Wi-Fi pack-
ets to eavesdrop sound at 95 dB. In [33], the authors suggested
a method that analyzes the received signal strength (RSS) in-
dication of Wi-Fi packets sent from a router to recover sound
by using a device with an integrated network interface card.
They showed that this method can be used to recover the
sound from a piano located two meters away, however the
authors did not demonstrate their method on the task of re-
covering speech. In [32], the authors suggested a method that
analyzes the channel state information (CSI) of Wi-Fi packets
sent from a router to classify words. The main disadvantage
of this method is that it relies on a precollected dictionary.

The laser microphone [24,25] is a well-known method that
uses an external device. In this case, a laser beam is directed
by the eavesdropper through a window into the victim's room;
the laser beam is re�ected off an object and returned to the
eavesdropper who converts the beam to an audio signal. For
decades, this method has been extremely popular in the area
of espionage; its main disadvantage is that it can be detected
using a dedicated optical sensor that analyzes the directed
laser beams.

The most famous method related to our research is the
visual microphone [13]. In this method, the eavesdropper
analyzes the response of material inside the victim's room
(e.g., a bag of chips, water, etc.) to sound waves at 95 dB,
using video obtained from a high speed video camera (2200
FPS), and recovers speech. However, as was indicated by
the authors, it takes a few hours to recover sound from a
few seconds of video, because thousands of frames must be
processed. In addition, this method relies on a high speed
camera (at least 2200 FPS), which is an expensive piece of
equipment.

Two studies were able to recover speech from encrypted
VoIP by exploiting side effects of the compression's process
(variable bitrate) [34, 35]. However, this paper focuses on
sound eavesdropping techniques than turn a physical object
into a diaphragm. Works that exploit a vulnerability in a
digital protocol are not in the scope of the paper. Table 1
presents a summary of related work in the area of sound
eavesdropping.

3 Threat Model
In this section, we describe the threat model and compare

it to methods presented in other studies. We assume a victim
located inside a room/of�ce that contains a hanging/desk/�oor
light bulb. We consider an eavesdropper that is a malicious
entity interested in spying on the victim in order to capture
the victim's conversations and make use of the information
provided in the conversation (e.g., perform extortion based
on private information revealed by the victim). In order to
recover the sound in this scenario, the eavesdropper performs
the Lamphone attack.

Lamphone consists of the following primary components:
(1) Telescope - This piece of equipment is used to focus the
�eld of view on the light bulb from a distance. (2) Electro-
optical sensor - This sensor is mounted on the telescope and
consists of a photodiode (a semiconductor device) that con-
verts light into an electrical current. The current is generated
when photons are absorbed in the photodiode. Photodiodes
are used in many consumer electronic devices (e.g., smoke
detectors, medical devices). (3) Sound recovery system - This
system receives an optical signal as input and outputs the
recovered acoustic signal. The eavesdropper can implement
such a system with dedicated hardware (e.g., using capaci-
tors, resistors, etc.). Alternatively, the eavesdropper can use
an ADC to sample the electro-optical sensor and process the
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Figure 1: Lamphone's threat model: The soundsnd(t) from the victim's room (1) creates �uctuations on the surface of the
desk/�oor/hanging light bulb (the diaphragm) (2). The eavesdropper directs an electro-optical sensor (the transducer) at the light
bulb via a telescope (3). The optical signalopt(t) is sampled from the electro-optical sensor via an ADC (4) and processed, using
an algorithm to recover the acoustic signalsnd� (t) (5).

data using a sound recovery algorithm running on a laptop. In
this study, we use the latter digital approach.

The conversation held in the victim's room creates sound
snd(t) that results in �uctuations in the air pressure on the
surface of the light bulb. These �uctuations cause the bulb
to vibrate, resulting in a pattern of displacement over time
that the eavesdropper measures with an optical sensor that
is directed at the bulb via a telescope. The analog output of
the electro-optical sensor is sampled by the ADC to a digital
optical signalopt(t). The eavesdropper then processes the
optical signalopt(t), using an audio recovery algorithm, to
an acoustic signalsnd� (t). Fig. 1 outlines the threat model.

As discussed in Section 2, microphones rely on three com-
ponents (a diaphragm, transducer, and ADC). In Lamphone,
the light bulb is used as a diaphragm which captures the
sound. The transducer, in which the vibrations are converted
to electricity, consists of the light that is emitted from the
bulb (located in the victim's room) and the electro-optical
sensor that creates the associated electricity (located outside
the room at the eavesdropper's location). An ADC is used to
convert the electrical signal to a digital signal in a standard
microphone and in Lamphone. As a result, the Lamphone
method is entirely passive and external.

The signi�cance of Lamphone's threat model with respect
to related work is that Lamphone: (1) is an external method
that relies on a line of sight between the optical sensor and
the bulb (as opposed to other methods that require eavesdrop-
pers to compromise a device located in physical proximity
of the victim [10,16,17,20,23,29,32,33,36]), (2) relies on
an electro-optical sensor that is passive (as opposed to the
laser microphone [24,25] which utilizes an active laser beam),
(3) can be performed in real time (as opposed to the visual
microphone [13]), (4) is a technique for sound recovery and
not for classi�cation, so it does not rely on a pretrained dictio-
nary or additional techniques for word separation (as opposed
to [10,17,23,32,36]).

In order to keep the digital processing as light as possible in
terms of computation, we want to sample the electro-optical
sensor with the ADC at the minimal sampling frequency that
allows comprehensible audio recovery. Lamphone is aimed
at recovering sound (e.g., speech, singing), and a suf�cient
sampling frequency is required. The spectrum of speech cov-

ers quite a wide portion of the audible frequency spectrum.
Speech consists of vowel and consonant sounds; the vowel
sounds and the cavities that contribute to the formation of
the different vowels range from 85 to 180 Hz for a typical
adult male and from 165 to 255 Hz for a typical adult female.
In terms of frequency, the consonant sounds are above 500
Hz (more speci�cally, in the 2-4 kHz frequency range) [2].
As a result, a telephone system samples an audio signal at 8
kHz. However, many studies have shown that an even lower
sampling rate is suf�cient to recover comprehensible sound
(e.g., 2200 Hz for the visual microphone [13]). In this study,
we sample the electro-optical sensor at a sampling rate of 2-4
kHz.

4 Bulbs as Microphones
In this section, we perform a series of experiments aimed

at explaining why light bulb vibrations can be used to recover
sound and evaluate a bulb's response to sound empirically.

4.1 The Physical Phenomenon
First, we measure the vibration of a light bulb when sound

waves hit the light bulb's surface, and we establish a crite-
rion for the sensitivity speci�cations of a system capable of
recovering sound from these vibrations

4.1.1 Measuring a Light Bulb's Vibration
To measure the response of a light bulb to sound, we exam-

ine how sound produced in proximity to the light bulb affects
a bulb's three-dimensional vibration (as presented in Fig. 2).

Experimental Setup: We attached a gyroscope (MPU-6050
GY-521 [6]) to the bottom of an E27 LED hanging light bulb
(12 watts); the bulb was not illuminated during this experi-
ment. A Raspberry Pi 3 was used to sample the gyroscope
at 800 Hz. We placed Logitech Z533 speakers very close to
the bulb (one centimeter away) and played various sine waves
(100, 150, 200, 250, 300, 350, 400 Hz) from the speakers at
three volume levels (60, 70, 80 dB). We obtained measure-
ments from the gyroscope while the sine waves were played.
We repeated this experiment again for an E14 LED light bulb.

Results: Based on the measurements obtained from the
gyroscope, we calculated the average peak-to-peak difference
(in degrees) forq andf (which are presented in Fig. 3). The
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